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Abstract


Numerical models occasionally struggle with forecasting certain meteorological events, so statistical methods can be employed to aid operational forecasters.  One example is high wind events along the Front Range of the Rocky Mountains in northern Colorado.  During the cool season, fair-weather wind events can produce gusts exceeding 35 m s-1, sometimes resulting in widespread damage.  In this study, we build on previous research on Colorado high wind events and describe the development of a statistical model that is now running in real-time.  Given the abundance of reanalysis data now available, similar models could be built for a variety of applications in other parts of the country or the world. 

1. 
Introduction



While numerical models have improved dramatically over the last decade,  some meteorological phenomena are still either not resolved or are poorly forecast by the models.  One example is hurricane intensity.  Models have difficulty adequately representing eye wall convective processes, so statistical techniques have been developed to produce intensity forecasts (e.g., SHIPS, DeMaria et al. 2005).  Today, these statistical forecasts continue to out-perform the dynamical model intensity forecasts (Franklin 2010).  Another example used extensively by the National Weather Service (NWS) is Model Output Statistics (MOS, Kalnay 2003).  MOS uses model forecasts in a multiple linear regression to improve point forecasts of variables such as surface temperature, and does a good job of correcting model biases.  Given the wealth of reanalysis data now available, it stands to reason that similar statistical techniques can be applied to other meteorological problems that are not forecasted well by the models, such as high wind events along the Front Range of Colorado.  


Downslope windstorms are relatively common in the lee of the Rocky Mountains, particularly in the autumn, winter, and spring.  A few previous studies have looked at high wind events along the Colorado Front Range; most have focused on windstorms in Boulder, while a few specifically highlighted Fort Collins (e.g., Cotton et al. 1995).  Recently, Mercer et al. (2008) examined a variety of statistical techniques and predictors to study downslope windstorms in Boulder.  They used radiosonde observations as the sole data source, so biases between sounding data and numerical model output may limit the utility of applying this method to future forecast times.  Weaver and Phillips (1990) looked specifically at Fort Collins windstorms and concluded that the best predictors are sea level pressure gradient, 700 hPa geopotential height gradient, and the existence of a dome of cold air over Fort Collins and the adjacent plains.  In the present study, we employ a statistical technique to examine Fort Collins high wind events that have occurred over the twelve year period 1997-2009, and examine possible predictor variables for severe wind events, thus building on the work by Weaver and Phillips (1990).  However, the primary purpose of the paper is to illustrate how such a statistical method might be used to assist operational forecasters.  

2. 
Data and High Wind Event Selection


Surface wind data for this study are obtained from the Christman Field Weather Station, located roughly 5.5 km west of downtown Fort Collins in a large open field far from any structures or obstacles (Figs. 1 and 2).  Nearly continuous five-minute-average observations of 10 m wind speed and direction are available from September 1997 to the present.  (Most surface stations used by the NWS measure surface winds as two-minute averages, so Christman Field will necessarily show lower sustained wind values.)  In order to focus on fair weather wind events and avoid convective wind gusts, only data from October to April are considered, as the majority of windstorms occur during these months.  For the purpose of this study, we define a high wind event as one in which the five-minute-average wind exceeded 17.9 m s-1 (40 mph) or a wind gust exceeded 25.9 m s-1 (58 mph).  Two convective wind gusts were manually removed from the list of high wind events.  A wind gust was determined to be "convective" if the sustained 5-minute winds did not exceed 10 m s-1 for 10 minutes before and after the gust.  The NWS criteria for a high wind event in Fort Collins are stricter than this. In fact, using their criteria, there has been only one event in the last 13 years (the first entry in Table 1).  Attempting to create a statistical model to predict such a rare event is not feasible, so we decided to use the less strict criteria, one more similar to the criteria used for the eastern plains of Colorado by the NWS.  Each event was matched in time to the nearest corresponding North American Regional Reanalysis (NARR, Mesinger et al. 2006) 00, 06, 12, or 18 UTC analysis.  A few of the chosen events lasted long enough to be covered by two consecutive NARR times; these were counted as two separate events.  Forty-seven total events were identified.  Table 1 shows five of the chosen cases, listed in order of the strongest maximum wind gust, and Figure 3 shows the monthly distribution of the events.  
3. 
High Wind Predictors


Based on previous research of Front Range windstorms (e.g. Mercer et al. 2008, Weaver and Phillips 1990, Lee et al. 1989), variables examined in this study include: mean sea level pressure (MSLP) gradient between Fort Collins and Grand Junction, direction and speed of 700 hPa wind (near the top of the Continental Divide) west of Fort Collins, whether cold or warm air advection was underway at the surface, the distance of the center of the surface low from Fort Collins, whether a stable layer was present (and at what level it was observed), the orientation of isentropes in a vertical cross-section to the west of Fort Collins, the location of a 300 hPa jet streak, and whether or not a cold dome of low potential temperature air was present over Fort Collins.  NARR data were viewed for each case, and the following potential predictors were excluded:  temperature advection -  in almost every case, cold advection was observed, but the strength of the advection varied; location of the surface low - in almost every case, the surface low was located in either Nebraska or the Dakotas, but we decided that the surface pressure gradient implicitly took this into account; stable layer – a stable layer was observed in most cases, but its magnitude and vertical placement varied greatly; location of the 300 hPa jet streak - this varied greatly.  It should also be noted that the largest surface wind speed at the NARR grid point closest to Christman Field in the entire dataset was less than 16 m s-1, so the NARR has a low bias in surface wind speed for high wind events, as we expected.

Fig. 4 shows a composite of MSLP, 700 hPa heights and 700 hPa wind speeds from all cases.  Noteworthy features include the position of the surface low over Nebraska, high pressure nosing into western Colorado, a tight MSLP gradient over the high terrain of central Colorado, and strong northwesterly 700 hPa winds over north-central Colorado.  In nearly every case, high winds commence after the passage of a 700 hPa trough axis.  Based on these analyses and other NARR data, the following predictors were selected:

1)
The east/west potential temperature difference along the 650 hPa pressure surface between grid points C and E (see Figs. 5 and 6 for these locations and for clarification)
2)
The difference in MSLP between grid points A and E

3) 
The magnitude and direction of 700 hPa winds at grid points C and D

4) 
The difference in the 700 hPa height between grid points B and E

5)
The difference in potential temperature between 700 hPa and the surface at grid point E

6)
The surface temperature at point E

Figure 5 displays an example map of NARR MSLP from 30 Dec 2008 at 0600 UTC. Points A and E were chosen for the MSLP difference calculation because the strongest gradient was typically observed between these areas in the high wind cases.  Figure 6 shows an example from the same case of an east-west vertical cross section of potential temperature and vertical velocity that passes near Fort Collins.  Note the downward motion near 650 hPa and 105.25° W, and the associated downward-sloping isentropes.  This signature was present in every case, and although the magnitude and vertical placement of the maximum values varied, was the motivation for choosing predictor 1) above.

4. 
Statistical Analysis


In order to properly perform a statistical analysis, both the "positive" high wind cases and the "negative" cases (meaning no high winds were observed within the 6-hour period) must be included.  The entire dataset consists of 10187 NARR analyses; only 47 were positive cases (i.e., high winds were observed in Fort Collins).  We first determined thresholds for several of the variables which eliminated as many negative cases as possible while leaving the vast majority of the positive cases.  Thresholds include a restriction on the speed and direction of the 700 hPa wind at a grid point (D) over the high terrain west of Fort Collins.  As noted above, almost every case occurred after the passage of a 700 hPa trough axis, so the 700 hPa wind direction is required to be from between 250-330º and its speed more than 10.5 m s-1.  High wind events also occur in the absense of a cold dome at the surface, so the surface temperature is forced to be warmer than 266.5 K.  Filtering the NARR data with the thresholds listed in Table 2 left only 1412 cases, while eliminating only one of the positive cases.  Next, following a similar method outlined in Schumacher et al. (2009), a linear discriminate analysis routine (IMSL software) was used to determine how each predictor should be weighted in order to best separate the positive and negative cases from the remaining data.  Table 3 lists the variables that were selected and their respective normalized and "raw" weights.  The raw weights are used in Equation 1 (below) to calculate the discriminate function.  Note that the variables in Table 3 are not necessarily the same as those chosen for the thresholds in Table 2.  The normalized coefficients provide the relative importance of each variable as a predictor, with the potential temperature difference between 700 hPa and the surface, and the 700 hPa height difference between points B and E being the best of the five chosen predictors. The discriminate function has the form

F = A1X1  + A2X2  + A3X3  + A4X4  +A5X5 - 13.01                             (1)

where F is the value of the function, AN are the raw coefficients appearing in Table 3 (in order), and XN are the values of the five variables in Table 3 (using the units as in Table 2).  The constant at the end is optional, but is used in generating Fig. 7.  F was calculated for all 1412 cases and the data were sorted from largest to smallest F.  The output from the discriminate analysis was designed such that the positive cases would have the highest possible values of F, so that the majority of these cases appear near the top of the ordered list of F values.  Finally, the probability that a case having a certain value of F is indeed a positive forecast was calculated.  For example, F values exceeding 1.64 occurred 7 times, and 5 of these 7 were observed high wind cases, so the largest possible value is 72%.  The next 5 observed wind events were groups, and that probability was calculated in a similar manner, and so on for all 46 events.  Figure 7 shows the resulting relationship between the discriminate function value and the probability.  It is worth noting that the one  anomalous negative case had the highest overall function value within the dataset.  Had this been a positive case, the curve would have extended closer to 100% probability.  Closer examination of this "false alarm" case revealed that a cold statically stable layer existed near the surface, preventing stronger winds aloft from mixing down, and our thresholds were not quite met in order to filter out this case.

5. 
Real-Time Model and Validation


Although our goal is to make probability forecasts, in order to calculate traditional skill scores from the dependent dataset (defined as the data between Oct. 1997-April 2009), such as Probability of Detection (POD, Wilks 1995), a Yes or No forecast must be produced.  We therefore selected an F value of -0.54 as the threshold between a Yes and No; this value maximized Threat Score (Wilks 1995) relative to all other possible thresholds.  Table 4 shows the number of observed and predicted Yes and No values.  Using equations from Wilks (1995), the POD is 0.38, the False Alarm Rate (FAR) 0.61, the Threat Score 0.24, and the Hit Rate 0.97.  A hit rate of 0.97 means that the Yes/No forecast was correct 97% of the time using data from the developmental database.  If all datapoints are included in the analysis, including those screened out by the thresholds, the hit rate increases to 99.4%.

The current version of the high wind model was completed in December 2009 for real-time probability forecasts.  However, NARR data generally become available at least one month after real-time, thus requiring a different data source to make high wind probability forecasts.  The North American Mesoscale (NAM) model was chosen; it has 40-km grid spacing, provides 3-hour forecasts out to 84 hours, and a new run is performed every 6 hours.  Although the 32-km NARR data has a similar resolution to the 40-km NAM, biases might exist between them, resulting in degraded forecasts.  This is a problem with no easy solution, as the NAM is not available back to 1997.  Further discussion of potential biases is provided below.


Every six hours, the NAM output is obtained and the probability model is applied to both the analysis time and every 6 hours out to 84 hours, thus providing a probability of high winds out to 3.5 days in the future.  Output is currently displayed on this page: http://einstein.atmos.colostate.edu/~mcnoldy/highwind/.  Figure 8 shows an example of how the model output appears on this webpage.  The dark blue line shows the past analyses, and the light blue line shows the current analysis and forecast out to 84 hours.  For this particular forecast, the model shows a ~13% probability of high winds for the 24-hour forecast and a ~50% probability at 78 hours.  


Real-time forecasts starting in Dec. 2009 can be considered an independent dataset since those data were not used in the development database, and therefore will be used as an initial attempt at model validation. Unfortunately, the 2009-2010 season turned out to be quite calm (i.e., not windy), and not a single high wind event was observed at Christman Field between Dec. 2009 and the end of April 2010.  However, a single event did occur at 1200 UTC on 4 May 2010, when sustained winds of 18.3 m s-1 were observed, so in order to avoid having all null events, data through the first nine days of May was included in the validation.    


Figure 9 shows a histogram of the high wind probability forecasts from 10 Dec 2009 through 9 May 2010.  Technically, these are analyses and not forecasts (i.e., the "perfect prog" approach, Kalnay 2003); NAM forecast fields were not validated here, but forecast field validation is a subject for future research.  Since NARR data are now available for these time periods, a verification using the NARR data was also performed for comparison.  Zero percent probabilities occur when any one of the thresholds shown in Table 2 is not met, and the vast majority of both forecasts showed 0%, with the thresholds being met more often using NARR input.  Of the non-zero forecasts, the NAM had more cases above 10%, while the NARR had most cases between 0 and 10%.  As noted above, there was only one high wind event observed during this time period, corresponding with the single highest probability forecast from the NAM (57%); the NARR's probability for this event was 6%.  Adding the total percentages forecast by both inputs over the entire time period can provide an estimate for a bias.  The total was 222% for the NAM and 149% for the NARR, and since there was one observed event, a total of 100% would be ideal.  As a result, both inputs showed a high bias, with the NAM being larger than the NARR.  The model input parameters from the NAM and the NARR were compared to see if any systematic biases exist, but no such biases were found.  Values generally differed, but the sign of the differences varied.  The only real solution to this problem is to collect NAM data for a number of years and rerun the statistics so that it is tuned to the same model making the forecasts.


Other validation methods were considered for the independent dataset, such as the Brier skill score and the POD, FAR, etc., but since there was only a single observed high wind event in this time range, these statistical measures are not particularly meaningful.  Perhaps there will be more high wind events during the 2010-2011 season, making a more formal validation possible.  

6. 
Summary


A statistical model to forecast high wind probability in Fort Collins, CO, was developed and tested during the 2009-2010 cool season.  The model uses NAM analyses and forecasts to provide statistical probabilities out to 3.5 days in the future.  Model validation using an independent dataset revealed a slight high bias in the probabilities, but additional validation during another cool season is needed.  

Some meteorological problems are not forecast well by numerical models, so using statistical models based on NWP output is sometimes a good solution to improve operational forecasts.  The goal of this paper was to present an example of how such a statistical model was developed and how it can be used to assist forecasters.  Other problems that might be suitable for statistical forecasting include snow amount forecasts in complex terrain, turbulence forecasts, and high winds in other regions.  Future work with high wind forecasting includes using observed geostationary satellite data as a possible predictor, since certain persistent satellite signatures have been qualitatively observed to occur before and during high wind events.
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Table Captions

Table 1.  Five of the Fort Collins wind events chosen for this study, listed in order of the highest maximum wind gust.

Table 2.  Variables and thresholds used to filter the data.

Table 3.  Variables used in the discriminate analysis, and the resulting normalized and raw coefficients.

Table 4.  Number of high wind event forecasts observed and predicted from the filtered developmental database using a discriminate function threshold of -0.54, where larger values are considered a "Yes" forecast and smaller values a "No" forecast.  The resulting skill scores are provided in the text.

Figure Captions

Figure 1.  Topographic map of Colorado, with the location of Christman Field and some cities indicated.  The legend has units of kft.
Figure 2.  Photo of the Christman Field Weather Station in Fort Collins, CO.

Figure 3.  Mean values from the 45 observed high wind events from the NARR of a) MSLP (hPa), and b) 700 hPa heights (contours, m) and wind speed (colors, m s-1).
Figure 4.  Histogram showing the number of high wind events per month at Christman Field in the developmental dataset from 1997-2009.
Figure 5.  MSLP from the NARR valid at 0600 UTC on 30 December 2008.  The points A-E show the locations of the NARR grid points used in the analysis.  Christman Field in Fort Collins is located very near grid point E.

Figure 6.  East-west vertical cross-section of potential temperature (contours, K) and pressure vertical velocity (colors, in Pa s-1; positive indicates downward motion) near 40.5° N, from 108°W to near 103.5°W, from NARR data valid at 0600 UTC on 30 December 2008. Longitude is on the horizontal axis, and pressure in hPa is on the vertical axis.

Figure 7.  The relationship between the prediction function value, F, and the probability of high winds in at Christman Field in Fort Collins.
Figure 8.  An example of a real-time high wind forecast from 15 November 2010 at 12 UTC.  The vertical green line represents the current time (i.e., 12 UTC on 15 November).  The dark blue line (to the left of the green line) represents past high wind probability (from the NAM analyses), in this case all 0%.  The purple spiky line with dots shows the observed 5-minute sustained winds and gusts from Christman Field.  To the right of the vertical green line, the current analysis and forecast for high wind probability is shown by the thick light blue line.  The red and orange lines show a predicted maximum sustained wind speed using a different experimental model, and will not be discussed in this paper.  A real-time version of this figure can be found here: http://einstein.atmos.colostate.edu/~mcnoldy/highwind/.
Figure 9.  Histogram showing the distribution of high wind probability forecasts from 10 Dec 2009 to 9 May 2010, using the NAM input (blue, in real-time) and the NARR input (red).  Only one high wind event was observed, and it corresponded to a 57% forecast from the NAM and a 6% forecast from the NARR.
	Date
	Duration
	Maximum Sustained Wind (m s-1)
	Maximum Wind Gust (m s-1)

	30 Dec 2008
	6 hours
	22.3
	37.4

	8 Apr 1999
	4 hours
	23.4
	32.4

	3 Jan 2006
	2 hours
	19.8
	29.9

	16 Feb 2007
	2 hours
	21.6
	29.3

	13 Nov 2008
	1 hour
	17.5
	29.2


Table 1.  Five of the Fort Collins wind events chosen for this study, listed in order of the highest maximum wind gust.

	
	650 hPa        theta diff       between              C and E
	MSLP diff between     A and E
	700 hPa     wind speed    at D
	700 hPa wind direction at D
	700 hPa height diff between  B and E
	Surface temperature    at E

	Threshold
	> 0.25 K
	> 5.0 hPa 
	> 10.5 m s-1
	> 250° and        < 330°
	> 32 gpm
	> 266.5 K


Table 2.  Variables and thresholds used to filter the data.

	
	650 hPa    theta diff between         C and E       (A1)
	MSLP diff between            A and E         (A2)
	700 hPa          wind speed          at C                  (A3)
	700 hPa height diff   between       B and E (A4)
	theta diff             between               surface and 700 hPa      (A5)

	Normalized coefficient
	0.605
	0.654
	0.560
	0.962
	-1.018

	Raw coefficient
	0.572
	0.230
	0.250
	0.0790
	-0.252


Table 3.  Variables used in the discriminate analysis, and the resulting normalized and raw coefficients.

	
	Predicted Yes
	Predicted No

	Observed Yes
	18
	28

	Observed No
	30
	1740


Table 4.  Number of high wind event forecasts observed and predicted from the filtered developmental database using a discriminate function threshold of -0.54, where larger values are considered a "Yes" forecast and smaller values a "No" forecast.  The resulting skill scores are provided in the text.
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Figure 1.  Topographic map of Colorado, with the location of Christman Field and some cities indicated.  The legend has units of kft.
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Figure 2.  Photo of the Christman Field Weather Station in Fort Collins, CO.
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Figure 3.  Histogram showing the number of high wind events per month at Christman Field in the developmental dataset from 1997-2009.
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Figure 4.  Mean values from the 45 observed high wind events from the NARR of a) MSLP (hPa), and b) 700 hPa heights (contours, m) and wind speed (colors, ms-1). 
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Figure 5.  MSLP from the NARR valid at 0600 UTC on 30 December 2008.  The points A-E show the locations of the NARR grid points used in the analysis.  Christman Field in Fort Collins is located very near grid point E.

[image: image7.png]300

30

00

450

500

550

500

650

700

70

800

850

L
o g

2o

0758 107w 105w 08w

10850

1050

—=
[ CTET TR E





Figure 6.  East-west vertical cross-section of potential temperature (contours, K) and pressure vertical velocity (colors, in Pa s-1; positive indicates downward motion) near 40.5° N, from 108°W to near 103.5°W (see Fig. 5 for these longitude locations), from NARR data valid at 0600 UTC on 30 December 2008. Longitude is on the horizontal axis, and pressure in hPa is on the vertical axis.
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Figure 7.  The relationship between the prediction function value, F, and the probability of high winds in at Christman Field in Fort Collins.  
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Figure 8.  An example of a real-time high wind forecast from 15 November 2010 at 12 UTC.  The vertical green line represents the current time (i.e., 12 UTC on 15 November).  The dark blue line (to the left of the green line) represents past high wind probability (from the NAM analyses), in this case all 0%.  The purple spiky line with dots shows the observed 5-minute sustained winds and gusts from Christman Field.  To the right of the vertical green line, the current analysis and forecast for high wind probability is shown by the thick light blue line.  The red and orange lines show a predicted maximum sustained wind speed using a different experimental model, and will not be discussed in this paper.  A real-time version of this figure can be found here: http://einstein.atmos.colostate.edu/~mcnoldy/highwind/. 
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Figure 9.  Histogram showing the distribution of high wind probability forecasts from 10 Dec 2009 to 9 May 2010, using the NAM input (blue, in real-time) and the NARR input (red).  Only one high wind event was observed, and it corresponded to a 57% forecast from the NAM and a 6% forecast from the NARR.
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