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1.     INTRODUCTION

     The Advanced Microwave Sounder Unit (AMSU) on the NOAA-15 satellite (launched in May 1998) has an increased number of channels (15 on AMSU-A and 5 on AMSU-B), and increased horizontal resolution (48 km and 16 km at nadir for AMSU-A and -B, respectively) relative to the previous generation Microwave Sounder Unit (MSU). Kidder et al (2000) have shown that the AMSU-A instrument, which was designed for temperature soundings, can observe the upper-level warm core of tropical cyclones (TCs). Quantitative algorithms for estimating TC intensity have been developed at CIRA and CIMSS using data from the 1999 and 2000 Atlantic and east Pacific hurricane seasons. These algorithms are evaluated on a homogenous set of cases from the 2001 hurricane season.  In 2001, AMSU data were also available from the NOAA-16 satellite (launched in Sept. 2000).

2.     INTENSITY ESTIMATION ALGORITHMS

     The CIRA AMSU algorithm is described by DeMaria et al (2001), thus only a brief summary is provided here. The AMSU-A brightness temperatures are used as input to a statistical temperature retrieval algorithm. The temperature profiles at the AMSU footprint locations then are interpolated to an evenly spaced radial grid using a two-pass Barnes analysis. Finally, the pressure and wind fields are determined from the temperatures using hydrostatic and gradient balance.

     Several parameters from these analyses, such as the surface pressure drop from 600 to 0 km radius and the radial average low-level gradient wind, are used as predictors for the intensity as determined from the National Hurricane Center (NHC) best track. The coefficients for the prediction were determined using multiple regression techniques, where the dependent data included 246 cases from the 1999-2000 hurricane seasons. Separate equations were developed for the prediction of the maximum wind and minimum sea-
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level pressure (MSLP). The radii of 34, 50 and 64 kt winds also are predicted, but are not evaluated here. 

     The CIRA algorithm is restricted to cases where the storm was within 600 km of the center of the AMSU data swath, and was at least 100 km from the nearest major landmass. The footprint spacing of the AMSU data at 600 km from nadir is about 75 km, whereas on the limb of scan (about 1000 km from nadir) it increases to over 100 km. 

     The CIMSS AMSU algorithm is described by Brueske and Velden (2001).  It is assumed that the AMSU-A Channel 7 limb-corrected brightness temperature anomaly associated with TCs is a convolution of the true upper tropospheric warm anomaly (UTWA) potentially 'diluted' through a coarse, variable-horizontal resolution instrument like the AMSU-A.  The degree of TC UTWA dilution is a function of scan geometry, diffraction, and the size of the UTWA itself, which often varies throughout the TC lifecycle.  The CIMSS technique attempts to explicitly treat and remove these effects using a forward model based on an adjustable first-guess TC UTWA, knowledge of the AMSU-A antenna gain pattern and TC position within the AMSU-A scan swath, and estimates of TC eye size (proxy for radius of maximum winds from AMSU-B 89GHz radiance data) known to modulate the horizontal scale of the UTWA.  Differences between AMSU-A TC UTWA observations and the forward model are minimized using an iterative maximum likelihood regression technique, the result of which is an adjusted UTWA that better represents the true upper tropospheric thermal distribution free of scan geometry/resolution effects.  The TC UTWA is then statistically related to MSLP using principles of hydrostatic balance.

     The CIMSS algorithm was run on an experimental basis in real time during the 2001 hurricane season. The data for the CIRA algorithm were collected in real time, and the intensity estimates were made after the season. Only data that would have been available in real time were used in the CIRA algorithm. Both algorithms are completely objective. 

3.     RESULTS

     There were 125 cases (70 Atlantic and 55 east Pacific) for which the CIRA and CIMSS intensity estimates were both available. The estimated MSLP for these cases were compared with the NHC best track values. In the Atlantic, many of the cases had aircraft measurements available for ground truth. Only a few of the east Pacific cases had aircraft data, so that the “ground truth” is primarily obtained from the Dvorak intensity estimates. Plans are underway to also perform a validation for a sample that only includes cases with MSLP estimated from aircraft data as ground truth. 

     The observed minimum pressure of the verification sample ranged from 1012 to 926 hPa, with a median value of 995 hPa. Nine cases had pressures below 960 hPa, which corresponds to the pressure threshold of major hurricanes, according to the pressure-wind relationship used in the Dvorak method.

     Figure 1 shows the error distributions for the 125 cases from 2001. The mean absolute error and bias were 8.0 and 0.3 hPa for CIRA and 9.1 and –0.7 hPa for CIMSS. In both cases, the errors are centered near zero, consistent with the small bias. For the CIRA predictions, 70% had errors < 10 hPa, and for CIMSS, 73% had errors < 10 hPa. 

     Although the overall errors in Fig. 1 are reasonable, there are some notable outliers. For the CIRA algorithm, there are 6 cases (5%) with errors > 25 hPa. In all of these cases, the predicted pressure is too high. Two of these cases are for hurricane Iris in the Atlantic and four were for Juliette in the east Pacific. Iris was a very small storm. Aircraft reconnaissance data indicated that when Iris was near its peak intensity, the maximum wind radius was only about 8 km. Juliette also appeared to be a very small storm on satellite imagery. This result suggests that the horizontal resolution of the AMSU data is a limiting factor for estimating TC intensity, especially in small systems. 

     For the CIMSS algorithm, 11 cases (9%) have errors > 25 hPa. In seven of these cases, the predicted pressure is too high, and in four cases, the pressure is too low. Most of the cases where the predicted pressure is too high are for Iris and Juliette. Under these circumstances it is very difficult to accurately determine eye size using 16 km (nadir) AMSU-B data, which significantly limits the performance of the automated approach. An over-estimated eye size leads to an under-estimated UTWA and storm intensity.  Preliminary research has shown that ancillary eye size information can significantly improve the CIMSS retrieval performance. Efforts are underway to implement these new capabilities. 

     The above results indicate that the two prediction methods have different error characteristics. The CIMSS method has more cases that were within 10 hPa, but also has more outliers. A correlation of the errors from the two algorithms explained only about 43% of the variance.  Thus, each method might be providing some independent information, so that an algorithm that combines the two approaches might lead to more accurate predictions. 

4.     CONCLUDING REMARKS

     Two AMSU TC intensity estimation algorithms (CIRA and CIMSS) were evaluated for independent data for a homogenous sample of cases from the 2001 Atlantic and east Pacific hurricane seasons. Results showed that both methods had very small biases and estimated the minimum surface pressure to within 10 hPa about 70% of the time. The CIMSS algorithm had a larger number of accurate predictions, but also more cases with very large errors.  Both algorithms are being further refined and will be run and evaluated in real time at the Tropical Prediction Center during the 2002 hurricane season. 
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Figure 1. The error distributions of the CIRA and CIMSS minimum surface pressure estimates. 
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